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Abstract Neural Network-based Correction Generation Model
With more and more people around the world
. . Input Sentence — —
learning Chinese as a second language, the e — |
need of Chinese error correction tools is HEARER Z ok . Ccorr.eCt'O”
increasing. In the HSK dynamic composition The way of living has been fiercely changed andidate d
corpus, word usage error (WUE) Is the most T
common error type. In this paper, we build a | .
neural network ﬁ\)odel that pc:cl)Onsiders both Characterennanced é:rﬁggadda}:\eg -M Re-Ranking
Word Embedding Context2vec
target erroneous token and context to (CWE)
generate a correction vector and compare It
against a candidate vocabulary to propose Candidate Vector
suitable corrections. To deal with potential Target Feature fig; ~ Context Feature feg Ecana(d)
alternative corrections, the top five proposed
candidates are judged by native Chinese
speakers. For more than 91% of the cases, Multiplayer , Correction Vector Cosine Candidate Score
our system can propose at least one Perceptron MLP(figt, ferx) Similarity coS(MLP(figr, fetx ) Ecana(d))
acceptable correction within a list of five
candidates. To the best of our knowledge,
this Is the first research add_ressing general- Input Features Evaluation
type Chinese WUE correction. Our system
can help non-native Chinese learners revise ~ larget CWE+P Word Embedding  gharacter Target COntext  MRR
their sentences by themselves. (CWE) m features  features
Baselines (No training on the WUE dataset)
Introduction . . - N-gram LM 0.1659 0.2438 0.3268
* Chinese word usage error (WUE): EEm | = . . E - RNNLM 0.1468 0.2208 0.2847
Incorrect token involving morphological, ) . _ C2V, 00714 01170 01575
syntactical, or semantical problems *2Em | = B + Correction Generation Model — C2V
» Incorrect word form e.qg. *)R1#% ju’e ji'e \ y
» Correct existent word that is improper for i 423 ] _ ... C2Vigt - 0.2507  0.3030  0.3561
ItS context . y - C2V 0.1249 0.1746 0.22/73
* Goal: given a known erroneous token in a
Mengce Segment — generate suitable CWE POSitiOn'lnsenSitive CharaCter CZVtgt _ CZVCtX _ 0.3249 0.3891 0.4566
. Embeddina (CWE Correction Generation Model — CWE + Others
correction g (CWE,) CWE
» Criteria for suitable correction o . . ! s 0.2898  0.3545  0.4195
1. Correctness (C): result is syntactically { IR J = * * + CWE, 0.2946  0.35/0  0.4234
and semantically correct t C2Vige + C2V 0.3512 0.4250 0.5024
2. Similarity (S): meaning close to writer’s + + + + POS 0.3717 0.437/8 0.5063

Intended meaning

Effect of LM Re-ranking

Context2vec Features_—C2Vig Viodel Acc. MRR  Hit@5 Hit@10

A ] | 44 _
FEATTA BRI S - UE S E AR [FR] & TERA Best MLP ~ 0.3717 0.4378 0.5063 0.5688
( The way of living has been fiercely .« C2V... = LSTM(TIE2 & B A §)
changed. ) ctx — EBLSTM(—"?E Al ) + N-gram LM 0.3727 0.4605 0.5561 0.6439
0— =]
FAEE S ORI T + RNNLM 0.3727 0.4527 05278 0.6205
(... has been overpoweringly X O PO%;eng;eS i . | Human Evaluation
changed. ) ; 0 POS unchanged after correction Evaluation Acc. MRR Hit@5 Hit@10
SO RLE B S T « Systematic changes e.g. NN < VV
( ... has been slowly changed. ) O X . One-hot encoding as input features Ground-truth 0.3727 0.4605 0.5561 0.6439
Py + Annotation  0.6829  0.7784 0.9171
vV —PEEAAN O O LM Re-ranking
(... has been dramatically changed. ) Performance on most frequent POS tags
POS (#) Hit@5  Mean rank
2 H S ) (2 4 1B 2R ZBBEESAEZ WV (316) 067 077 091 26.12
5 = IR ZLHJ IR R | ( The road between the hilltop was not NN (277 0.64 0.73 0.88 23 97
( Many emotions happen this easy to walk. ) (277) ' ' ' '
situation. ) ) L B A P 5 o 12 R AD (130)  0.65 0.75 0.88 96.16
X M Y= FE NE T { =4 N A= _ _ _ _ _
REBRBRHERRS | ( The road period the hilltop ... ) X O P (62) 0.81 0.88 0.95 3.10
V ( Many factors can lead to this O ? =) TE IR B R S VA (45) 0.60 0.76 0.98 1.98
situation. ) V' (The road to the hilltop ... ) © O DEV(3 100 100  1.00 1.00
- C > S:incorrect sentence can confuse PN (21) 071 0.80 0.95 2 33
language learner! * Model sometimes generates candidates that
« Main contributions seriously violate correctness criterion Conclusion
1. First study to correct all types of WUES * LM probabillity reflects the level of correctness . . .
> Human evaluation = at least one 1  MLP correction generation model considers
acceptable correction within top five fom =g T—qa : R?thl)fal_rlg/lete&r;(r)lﬂitrel;tto emphasize correctness
candidates for more than 91% cases . LM TDNN - Future work: phonetical similarity
3. HSK WUE dataset with additional human * T.om CaN be Interpreted as rank, smaller better = 40

T e.g. (222 y'Ing xi"ang,ENZ y'in xi'ang)



